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pońıvel na Unidade.

São Paulo

2020





To the possible readers of this work





Acknowledgements

Writing is a solitary moment, and this text was substantially written during the social

isolation due to SARS-CoV-2. However, I am glad it was one of the few moments of

solitude of mine during the last 4 years. This work was only possible to be finished due to

the multiple contribution of many people, which I’d like to acknowledge.

First of all, to my beloved wife, Titi, who were with me since the beginning of this

project. She has listened to me so many times, and has helped me to get through many

personal and academic difficulties. Thanks for trusting me even throughout the whole

process. Also to my dear parents, sisters and nephew. They were there in any moment of

my life, and always supported me.

To my supervisor, Humberto, who accepted me to be his undergraduate student in

2008. We have been working together since then, and it was an astonishing period in my

life. Humberto has taught me about biosphere, climate, models, Fortran 77, Grapher 3,

and many other academic issues, but he also taught me about cycles, philosophy, music,

and life in general. I have appreciated our meetings, even those in which I left his room

completely lost.

To Rafael de Abreu, who directly contributed to the findings of this thesis, always kind

and generous in our discussions.

To ANA, INMET, CEMADEN, SABESP and IAC, which provided the rain gauge data

used in this work.

To my current and ex LCB colleagues: Emı́lia, Helber, Duda, Tatsch, Mota, Fagiolo,

Gabriel, Raianny, Zezo, Thomas, Carla, Mari, Patŕıcia, Eduardo, Iza, Evandro and Ro-
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Abstract

Domingues, L.M., 2020. Hydrological impact of climate change in the Jaguari river

basin at Cantareira reservoirs system. 100 pgs. Thesis (Doctorate) - Institute of Astronomy,

Geophysics and Atmospheric Sciences, University of São Paulo, São Paulo. Corrected version.

A recent unprecedented drought at the Cantareira reservoirs system with spread water

shortage affected much of São Paulo city during 2014 and 2015. Climate projections to

this area indicate high concordance that it will be warmer in the late 21st century, but

changes in rainfall are mixed among models. Due to its key importance in supplying water

to a densely populated region, understanding the potential changes in the regional water

budget of such a system under climate change is strategic. With a thoroughly calibrated

physically-based SWAT model, we used forcing-response relationships of key climate varia-

bles (temperature, rainfall, humidity and CO2 concentration) based on CMIP5 projections

under RCP 8.5 scenario, to estimate the impact of climate change in the surface water

budget over the Jaguari river basin, the main supplier of Cantareira reservoirs system.

This approach aimed to circumvent common issues of regional impact assessment with

hydrological modeling as the use of few global models and the choice of the downscaling

method. With temperature increase spanning from 1 to 5◦C, we found opposite responses

in the future due to rainfall uncertainty in the projections: under increased rainfall, the

mean evapotranspiration (discharge) is about to increase up to 25% (90%); under less

precipitation, evapotranspiration decreased up to about 10% and discharge to 50%. Be-

sides, we showed that the higher CO2 concentration had a strong effect on depleting the

stomatal conductance in the future, resulting in a reduced evapotranspiration, which in

turn, increased the discharge in near proportion. Temperature and relative humidity alone



played minor roles when compared to the rainfall and CO2 concentration. With respect

to the responses of extreme events, we showed that maximum discharge can reach more

than twice the historical levels in the future with increasing rainfall and minimum flow can

reduce up to about 30% in case of less precipitation. These two directions seem well likely

so far, and caution to overcome the bad effects of either are needed for investigation and

planning in more detail.

Keywords: Cantareira reservoirs system, climate change, water budget, SWAT



Resumo

Domingues, L.M., 2020. Impactos hidrológicos das mudanças climáticas na bacia do

rio Jaguari do Sistema Cantareira. 100 pgs. Tese (Doutorado) - Instituto de Astronomia,

Geof́ısica e Ciências Atmosféricas, Universidade de São Paulo, São Paulo. Versão corrigida.

Uma recente seca histórica no Sistema Cantareira com ampla escassez regional afetou a

cidade de São Paulo durante os anos de 2014 e 2015. As projeções climáticas para esta

região apresentam alto grau de concordância que o final do século 21 será mais quente, mas

as mudanças no padrão de precipitação são divergentes entre os modelos. Devido à grande

importância no abastecimento h́ıdrico de uma região densamente habitada, entender as

potenciais alterações no balanço h́ıdrico regional de tal sistema sob mudanças climáticas é

bastante estratégico. Com o modelo f́ısico SWAT cuidadosamente calibrado, foram usadas

relações de ”resposta ao forçamento”de variáveis climáticas chave (temperatura, preci-

pitação, umidade e concentração de CO2) baseadas nas projeções do CMIP5 sob cenário

RCP8.5, para estimar os impactos das mudanças climáticas no balanço h́ıdrico sobre a

bacia do Rio Jaguari, que contribui com maior vazão afluente ao Sistema Cantareira. Essa

abordagem procurou contornar os problemas comuns em estudos de avaliação de impacto

regional com modelagem hidrológica, como o uso de poucos modelos globais e a escolha

do método de regionalização. Com aumentos de temperatura variando de 1 a 5◦C, foram

encontradas respostas opostas para o clima futuro devido às incertezas da precipitação nas

projeções: com aumento da chuva, a evapotranspiração (vazão espećıfica) média pode au-

mentar em até 25% (90%); com redução da chuva, evapotranspiração e vazão reduzem em

até 10 e 50%, respectivamente. Além disso, é mostrado que a concentração de CO2 tem um

forte efeito em reduzir a condutância estomática, que resulta em menor evapotranspiração,



que por sua vez, aumenta a vazão quase na mesma proporção. A temperatura e a umi-

dade relativa isoladamente desempenharam papéis menores quando comparadas à chuva e

à concentração de CO2. Com relação às respostas nos eventos extremos, mostramos que a

vazão máxima pode superar o dobro do máximo histórico no clima futuro, e que as vazões

mı́nimas podem reduzir em até 30% no caso de menos precipitação. Essas duas direções

parecem igualmente prováveis, e é preciso cuidado para se adiantar aos maus efeitos de

cada uma no processo detalhado de investigação e planejamento.

Palavras-chave: Sistema Cantareira, mudanças climáticas, balanço h́ıdrico, SWAT
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Chapter 1

Introduction

The climate projections for the 21st century show pronounced changes in global climate

albeit with different responses regionally (Stocker et al., 2013). In Southeast Brazil region,

there is a strong agreement among models that annual temperature may increase up to 5

◦C under Representative Concentration Pathway (RCP) 8.5 scenario (van Vuuren et al.,

2011) in the late 21st century, but the changes in rainfall for the same period are diverging

(Magrin et al., 2014).

1.1 Effects of the historical drought in the Jaguari river basin

The Jaguari river is the main affluent to the Cantareira water reservoirs system in

Southeast Brazil, that supplies around 65% of São Paulo city (Deusdará-Leal et al., 2020),

where after an above normal rainfall and water volume peaking period in 2009/2010

(Fig.1.1), it was affected by successive years with decreasing rainfall and volume, that rea-

ched criticality in 2014 mostly as the response of the historical drought during 2013/2014

(da Rocha and Domingues, 2017). The drought was caused by about 44% below average

rainfall in 2014 over Southeast region (Coelho et al., 2016), when summer temperature was

the highest since 1951, which must have also contributed to increase water losses as land

evapotranspiration, open water reservoir evaporation and water withdrawals due to overall

consumption (Milano et al., 2018; Nobre et al., 2016). It is estimated that the drought has

affected around 80 million people (Tundisi and Tundisi, 2015). The rainfall and affluent

discharge at the Cantareira system were only 32.5% and 25% of climatological averages

between Dec/2013 and Feb/2014 (SABESP, 2020). The scarcity of the reservoirs pushed

a substantial water shortage at regional scale, that was coped specially in São Paulo city
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with a suite of management measures of pressure reduction in water pipes, and reduction

of industrial/domestic consumption stimulated via tariff discount (Deusdará-Leal et al.,

2020; Millington, 2018). At least US$ 5 billion were lost due to the hydro-socio-economic

impacts of the drought in Southeast (Taffarello et al., 2016). In 2017, it came into force the

Resolution N◦ 925 (ANA and DAEE, 2017), that prescribes limits of withdrawals accor-

ding to the reservoir volume condition, ranging from 33 m3 s−1 when volume is above 60%

of capacity to 15.5 m3 s−1 when it is below 20%. Deusdará-Leal et al. (2020) estimated

that if Resolution N◦ 925 had started in March 2014, the pumping volume used to main-

tain water demand would have been 32% inferior. Despite the allusion that the drought

could have been attributed to climate change (Escobar, 2015), a comprehensive work of

Otto et al. (2016) did not find significant evidence to confirm such hypothesis, rather a

natural although very anomalous phenomena. Authors in general concern the drought as

an exceptionality (Coelho et al., 2016; Nobre et al., 2016; Otto et al., 2016), with a return

period of 98 years (Milano et al., 2018), possibly comparable to the drier episodes expected

to occur in future climate projections if rainfall reduction is significant.

Figure 1.1: Top: Percentage of total volume at the Cantareira Water reservoirs Equiva-

lent System. Bottom: Annual (bars) and climatological rainfall (horizontal dashed line), in

mm yr−1. Rainfall anomaly shown above the bars, in mm yr−1. Source: SABESP (2021).
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1.2 Climate change and surface hydrology

With respect to the impacts of climate change on the surface hydrological water bud-

get at local and regional scales, it is believed that substantial refinement is needed to

improve over the uncertainties shown by coarse scale climate models. The sensitivity of

hydrological processes to climate change projections can be assessed in different ways, but

most commonly using physically-based hydrological models (HMs) that take advantage of

treating biophysical processes at high spatial resolution, such as evapotranspiration, soil

moisture and water flows, which depend on various characteristics such as topography and

land cover (Leavesley, 1994), or simple Budyko-type models, that combine temperature,

radiation and water availability (Teng et al., 2012; Zhang et al., 2008). Besides rainfall

and temperature, other climatic variables as vapor pressure deficit (vpd) and solar radia-

tion are well known controls of evapotranspiration (ET) that consequently affect the mean

discharge at catchment scale. The use of HMs to investigate climate change impacts poses

various challenges, wherein we emphasize the biophysical response of land cover vegetation

to vpd and CO2 concentration, and the strategy of how targets are met by using outputs

of general circulation models (GCMs) and HM simulations.

Firstly, we expect increasing saturated vapor pressure in the lower troposphere due to

the high confidence level of temperature increase in future climate projections (Held and

Soden, 2006). However, the changes in relative humidity (RH) projections are less consen-

sual. Whereas Randall et al. (2007) state that almost no change is expected in broad-scale

RH, Collins et al. (2013) reported a decrease in near-surface RH. More recently, Byrne

and O’Gorman (2016) suggested that the increase in saturation specific humidity surpas-

sed other contributions that added moisture from oceanic source transports and land ET,

that ended reducing the land RH, thus increasing both vpd and potential evapotranspi-

ration (PET). Guo et al. (2017) found that estimates using Penman-Monteith-FAO PET

in moisten catchments were more sensitive to temperature changes, followed by RH, and

that solar radiation and wind speed played minor roles. However, the assessment of the

authors did not include CO2 controls explicitly. Much of the increased CO2 effects on

plants were approached in the Free-Air CO2 Enrichment (FACE) experiments that showed

a general decrease in stomatal conductance (gs) to both C3 and C4 plants under risen CO2

concentration (Purcell et al., 2018; Ainsworth and Rogers, 2007). A reduced gs suppresses
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transpiration (Habermann et al., 2019; Purcell et al., 2018; Milly and Dunne, 2016) and

can impact on soil water content and runoff as reported by Betts et al. (2007). Similar

findings of the effects of higher CO2 concentration on soil hydrology are described in Ha-

bermann et al. (2019); Milly and Dunne (2016); Franks et al. (2013); Lockwood (1999).

Prudhomme et al. (2014) showed that, despite uncertainties in magnitude, global impact

models that addressed the stomata partial closure to increased CO2 reduce the drought

response to climate change. A potential counter-effect of increasing transpiration due to

higher leaf area index (LAI) in a rich CO2 environment is described by Lockwood (1999)

to be ”unlikely to happen”.

With respect to the strategies to investigate impacts of climate change in regional

surface hydrology, Di Baldassarre et al. (2011) mention about a common framework of

selecting one or more scenarios of the International Panel on Climate Change (IPCC) and

choosing one or more GCM projections. Then, bridging the gap between GCMs and HMs

becomes crucial (Fowler et al., 2007; Xu, 1999), and coarse resolution GCM data must

be treated to get unbiased and have finer resolution at regional watershed scales, what

is often made up with dynamical or statistical downscaling, that ends providing inputs

to HMs. At last, HMs need calibration evaluated under accurate and long term histori-

cal climate and discharge observations, and then they are supposed to work properly in

future climates. Such procedure was used, for instance, in Döll et al. (2018) and Wilby

and Harris (2006). Meanwhile, choosing between dynamical and statistical downscaling

is a compromise involving several considerations, as argued by Fowler et al. (2007) and

Xu et al. (2005): statistical downscaling is based on classical statistical procedures that

incorporate observed data, with cheap application, but that depends on long records of

accurate observations and does not include climate system feedbacks, so that unpreceden-

ted extremes, for instance, are not easy to be addressed; on the other hand, dynamical

downscaling addresses climate feedbacks using physically consistent processes under regio-

nal atmospheric models, although with high computational costs and limited by the choice

of usually a GCM and its intrinsic bias due to particular parametrizations of cloud cover,

precipitation and surface fluxes, which strongly impact the downscaling. Di Baldassarre

et al. (2011) also emphasize a great dependence of climate projections on the emission

scenarios and anthropogenic activities, that in turn, are changing along the years. In

IPCC AR4, the projections were based on Special Report on Emissions Scenarios (SRES)
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(Nakicenovic et al., 2000), followed by Representative Concentration Pathways (RCPs) in

AR5, and the more recent on Shared Socioeconomic Pathways (SSPs), based on narratives

of uncertainties around future sustainable development, regional inequality, fossil-fuelled

development, etc (Riahi et al., 2017). These changes make comparison among scenarios of

different generations difficult to assess.

Other uncertainties of HM simulations arise from the many possible different sets of

parameters that can reproduce observations significantly, called equifinality (Beven and

Freer, 2001). Uncertainties from GCMs and HM parameter’s equifinality may affect water

budget components differently. For example, Her et al. (2019) show that the uncertainty

of multi-GCM ensembles are higher than that from multi-parameter HM ensembles for

direct runoff in headwater watersheds. However, the opposite was true for soil moisture

and ground water flows. In addition, the authors show that runoff uncertainties are much

more correlated to GCM precipitation than temperature. On contrary, Wilby and Harris

(2006) combined distinct uncertainties into a probabilistic low flow diagnostic using diffe-

rent emission scenarios, GCMs, downscaling procedures, HMs and set of parameters, and

found that the isolated impact of GCMs choice was the main source of uncertainty.

Attempting to circumvent partly the many issues of common strategies that estimate

regional hydrological impacts with climate change projections, and so create an uncer-

tainty cascade, this work approached alternative ways with a sensitivity study that assess

the whole range of likely impacts, based on the concept of the elasticity of key climate

variables to air temperature that affect surface hydrology. The elasticity accounts the per-

centage or absolute change of a variable in response to a change in another. For instance,

Held and Soden (2006) reported the absolute elasticity of precipitable water to temperature

increase from climate change projections for the late 21st century of about 7.5 % K−1, and

the elasticity of precipitation to temperature was less, of 2.2 % K−1, due to energy-limited

conditions (Vecchi and Soden, 2007). Other authors (e.g., Arnell, 2011; Xu et al., 2011)

used pattern-scaling relationships, where each forcing climate variable to the HM is suppo-

sed to respond linearly to the changing mean annual temperature. Elasticity approach can

be extended, for example, to relationships between precipitation and streamflow changes

(e.g., Liu et al., 2017; Andréassian et al., 2016).

Previous studies were carried out in Jaguari river basin using both lumped (Gesualdo

et al., 2019; Zhang et al., 2018) and distributed (Mohor and Mendiondo, 2017; Taffarello
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et al., 2018; Pontes et al., 2016) hydrological models. Considering the high spatial hete-

rogeneity of physical and hydrological features of Jaguari basin as reported by Taffarello

et al. (2016), and also the different land covers within the drainage area, a distributed

model is possibly more adequate to represent the hydrology of such region.

Using the physically-based semi-distributed SWAT model, yet subject to the uncer-

tainties of parameter calibration and the specific responses of its inner parametrizations,

we designed a strategy using forcing-response relationships to estimate the impact of cli-

mate change in the surface water budget over the Jaguari river basin. With this approach

we deliberately intend to identify the particular and summed contribution of key climatic

variables (temperature, rainfall, air humidity and CO2 concentration) on the variability of

the water budget in historical time and in the future.



Chapter 2

Objectives

This work aimed to assess the impact of future climate change on the hydrological

processes and water budget in the Jaguari river at Cantareira reservoirs system, via for-

cings based on the elasticity of key climate variables (rainfall and air humidity) to the air

temperature and future scenarios of CO2 concentration, and the responses calculated with

simulations for the historical and future time using a thoroughly calibrated physically-

based model.

With this purpose, the following specific goals were established:

• Set up the boundary conditions for the SWAT model upstream the inlet of Jaguari

water reservoir, using long term data of hydrometeorological variables during the

years 1995-2017, here defined as the historical forcings, in order to calibrate the

model and perform the experimental simulations;

• Calibrate/validate the SWAT model for discharge, and also provide calculations of

evapotranspiration and soil moisture that represent the hydrological regimes adequa-

tely;

• Perform the experiments using the calibrated SWAT model and a set of perturba-

tions in the historical forcings of key climatic variables, accordingly to individual

elasticities of rainfall and air humidity to air temperature, and future scenarios of

CO2 concentration, ranged over most projections of the CMIP5 data set;

• Discuss the particular and summed contribution of each key climatic variable on the

variability of the mean and extreme values of the water budget, both at the historical

time and in the future, as a response to the main question on the impact of climate

change.
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Chapter 3

Material and Methods

3.1 Study area

The Cantareira water reservoirs system is a group of reservoirs, tunnels and channels

that collect and transpose water from part of Piracicaba river basin to Upper Tietê basin

(Kelman, 2015), supplying around 8.8 million people (Whately and Cunha, 2007) in the

Metropolitan Area of São Paulo, in Southeast Brazil (Fig. 3.1). The region is in the

boundary of São Paulo and Minas Gerais states, comprising areas of the Mantiqueira

Mountains.

It is composed by the reservoirs in Jaguari, Jacaréı, Cachoeira and Atibainha Rivers,

within the Piracicaba river watershed, and one in Juqueri River in Upper Tietê watershed.

Jaguari and Jacaréı reservoirs are connected to each other and are the main suppliers of

the System, with an average contribution of 25.2 m3 s−1 (ANA and DAEE, 2015). The

Jaguari river basin totals 1027 km2 of contribution area that corresponds to 84% of the

upstream area related to Jaguari-Jacaréı reservoir (ANA and DAEE, 2015).

We used the streamflow gauge 25B (SABESP, 2020) at 22.875◦S and 46.369◦W as the

Jaguari basin outlet, that sums 94% (965.7 km2) of the total upstream area of the Jaguari

reservoir, and presents a mean discharge of 18.6 m3 s−1. The gauge is downstream of the

confluence of Camanducaia and Jaguari rivers, and is around 1000 m below the river head

altitude.

3.2 SWAT model description

Soil and Water Assessment Tool (SWAT) is a semi-distributed, continuous-time mo-

del, which represents processes from small to large basin scales, on daily time step, to
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Figure 3.1: Left: Altitude map of the study area, in meters. The rivers are displayed in blue

segments, and main rivers are detached. The black dashed line delimits the river basin with

F-25B gauge as outlet. Right: Geographic location of Jaguari river basin. Dark grey line

delimits the Piracicaba river basin, and yellow shaded area the Cantareira water reservoirs

system.

assess the impacts of management on yields of water, sediments, and agricultural chemical

components (Gassman et al., 2007). The model is called semi-distributed because a given

watershed is initially divided in sub-basins, according to the topography, and then, divided

in hydrological response units (HRUs), which are areas of common declivity class, soil and

land use. The water balance is addressed in the HRUs level, and the main processes are

summarized in Equation 3.1 (Neitsch et al., 2011).

SWt = SW0 +
t∑
i=1

(Rday −Qsurf −Qlat − Ea − wseep) (3.1)

where SWt is the soil water content at a given time t, SW0 is the initial soil water content

on day i, Rday, Qsurf , Qlat, Ea and wseep are the precipitation, the surface flow, the lateral

flow, the evapotranspiration and the water exiting the vadose zone from the soil profile,

respectively, on day i. All terms are expressed in mmH2O.

Water can be stored in the canopy, in the soil layers, and in the shallow and deep

aquifers, the latter being a water removal from the system. The HRU-scale water flow is
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then aggregated and routed in the drainage network.

The main processes are described in the sub-sections below.

3.2.1 Discharge

The discharge in each HRU is a contribution of three different terms: the overland flow,

the lateral flow and the base flow. These components are separately computed, and then

evaluated to maintain the mass balance.

3.2.1.1 Overland flow

The overland flow, or surface runoff, is calculated using the SCS curve number method

(SCS, 1972). According to Neitsch et al. (2011), the curve number (CN) “... is a function

of the soil’s permeability, land use and antecedent soil water conditions”. Once CN is

given, surface runoff can be estimated using Equations 3.2 and 3.3 (Neitsch et al., 2011):

S = 25.4

(
1000

CN
− 10

)
(3.2)

Qsurf =
(Rday − 0.2S)2

(Rday + 0.8S)
(3.3)

where Qsurf is the surface runoff, S is the retention parameter and Rday is the rainfall, all

terms in mmH2O. Once Qsurf is calculated, the amount of water infiltrating will be the

difference between Rday and Qsurf .

3.2.1.2 Lateral flow

The lateral flow occurs in the subsurface layer when the water which is percolating down

the soil encounters an impermeable layer, ponding above it (Neitsch et al., 2011; Loan and

Moore, 1984). It is likely to be an important term when hydraulic conductivity is high,

which is usual in watersheds presenting humid forests, whose litter helps to maintain high

surface permeability (Loan and Moore, 1984). The lateral flow is calculated in SWAT

according to equation 3.4 (Neitsch et al., 2011):

Qlat = 0.024 ·
(

2 · SWly,excess ·Ksat · slp
φd · Lhill

)
(3.4)
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where Qlat is the lateral flow (mm d−1), SWly,excess is the water content that exceeds

the field capacity content from each layer ly (mmH2O), Ksat is the saturated hydraulic

conductivity (mm h−1), slp is average slope of the subbasin (m m−1), φd is the drainable

porosity of the soil layer (mm mm−1) and Lhill is the hillslope length (m). The factor 0.024

converts mm h−1 from Ksat to mm d−1 and m from Lhill to mm.

3.2.1.3 Base flow

The groundwater flow, or base flow, is the contribution of shallow aquifer water storage

to the discharge. The excess of water leaving the bottom soil layer along with the direct

contribution from crack soils, apart from a percentage that flows straight to deep aquifer,

will recharge the shallow aquifer. On the other hand, water can be removed from shallow

aquifer by pumping and revap process, along with the base flow. The base flow would only

exist when a threshold water level is reached in the shallow aquifer, according to equations

3.5 and 3.6 (Neitsch et al., 2011):

Qgw,i = Qgw,i−1 · e−αgw·∆t + wrchrg,sh ·
(
1− e−αgw·∆t) , if aqsh > aqshthr,q (3.5)

Qgw,i = 0 , if aqsh ≤ aqshthr,q (3.6)

where Qgw,i is the base flow reaching the channel on day i (mmH2O), Qgw,i−1 is the base

flow contribution from day i−1 (mmH2O), αgw is the recession constant, ∆t is the time step

(1 day), wrchrg,sh is the amount of water recharging the shallow aquifer on day i (mmH2O),

aqsh is the storage of shallow aquifer water on day i and aqshthr,q is the threshold water

level in the shallow aquifer in which base flow occurs (mmH2O).

3.2.2 Evapotranspiration

Evapotranspiration (ET) is a combined term of three different processes in the

watershed that loses water vapour to the atmosphere: evaporation from vegetative surfaces,

plant transpiration and soil evaporation.

Potential evapotranspiration (PET) is estimated in this work using a modified version

of Penman-Monteith method proposed by Jensen et al. (1990). It represents the maximum

rate of ET in a day, modulating the potential evaporation from vegetative surfaces (Esmax)
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and plant transpiration (Etmax) rates, which are treated separately in the model. Penman-

Monteith PET is calculated based on a reference crop (alfalfa) at a height of 40 cm (Neitsch

et al., 2011):

PET =
∆ · (Rn−G) + γ ·K1 ·

(
0.622 · λ · ρair

P

)
· vpd
ra

λ
(

∆ + γ ·
(

1 + rc
ra

)) (3.7)

where ∆ is the slope of the saturation vapor pressure-temperature curve, Rn is the net

radiation (MJ m−2 d−1), G is the ground heat flux (MJ m−2 d−1), γ is the psychrometric

constant (kPa ◦C−1), K1 is a dimension coefficient, λ is the latent heat of vaporization

(MJ kg−1), ρair is the air density (kg m−3), P is the atmospheric pressure (kPa), vpd

is the vapour pressure deficit (kPa), rc is the plant canopy resistance (s m−1), and ra

is the aerodynamic resistance (s m−1). The term K1 ·
(
0.622 · λ · ρair

P

)
is estimated as

1710− 6.85 · Tav, where Tav is the mean air temperature (◦C).

3.2.2.1 Potential and actual transpiration

Etmax is estimated similarly to PET (Equation 3.7). The differences between them

are in ra and rc calculations. The rc resistance in SWAT depends on two limiting: the

concentration of CO2 ([CO2]) and vpd. First, it is adjusted the conductance for a single leaf

(gl, expressed in m s−1) due to vpd (Easterling et al., 1992; Stockle et al., 1992), described

in Equations 3.8 and 3.9:

gl = gl,mx · [1−∆gl,dcl · (vpd− vpdthr)] , if vpd > vpdthr (3.8)

gl = gl,mx , if vpd ≤ vpdthr (3.9)

where gl,mx is the maximum conductance for a single leaf (m s−1), ∆gl,dcl = 1−frg,mx

vpdfr−vpdthr
is

the rate of decline in gl per unit increase in vpd (m s−1 kPa−1), frg,mx is the fraction of

gl,mx achieved at vapor pressure deficit vpdfr, and vpdthr is the threshold vpd above which

a plant will start reducing leaf conductance (kPa), assumed to be 1.0 kPa for all plant

species (Neitsch et al., 2011). The parameters gl,mx, vpdfr and frg,mx are user-defined for

each land use.

Then, [CO2] effects are addressed (Easterling et al., 1992; Stockle et al., 1992):

gl,CO2 = gl ·
(

1.4− 0.4 · [CO2]

330

)
(3.10)
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where gl,CO2 is the conductance for a single leaf adjusted for [CO2], in m s−1. The [CO2]

is originally a time invariant variable in SWAT, and the user needs to change the source

code to take into account the [CO2] variation in time.

Both vpd and [CO2] can act as stress factors to evapotranspiration, when surpassing 1

kPa and 330 ppm, respectively, thus reducing the conductance. Then, rc is calculated for

canopy as the inverse of gl,CO2 , adjusted to the factor 0.5 ·LAI, where LAI is the leaf area

index (m2 m−2):

rc = [gl,CO2 · (0.5 · LAI)]−1 (3.11)

Etmax controls the potential water uptake from each soil layer. As root density uses to

be more extensive close to the soil surface, the potential water uptake is set in the model

to be much greater in the upper layer, so that 50% and 95% of the total uptake occurs in

the upper 6% and 30% of the root zone, respectively. Considering this restrictive profile

of potential water uptake, the upper layers might not meet the demand in some cases.

To address this limitation, users are able to increase the potential water uptake of lower

layers in order to supply the demand not met by the overlying layers (modifying parameter

EPCO) (Neitsch et al., 2011). Additionally, when the water stored in the soil layers is low,

the water uptake decays exponentially according to Equation 3.12:

w
′

up,ly = wup,ly · exp

[
5 ·
(

SWly

0.25 · AWCly
− 1

)]
, if SWly < 0.25 · AWCly (3.12)

w
′

up,ly = wup,ly , if SWly ≥ 0.25 · AWCly (3.13)

where w
′

up,ly is the adjusted potential water uptake for layer ly, wup,ly is the potential water

uptake previous to the adjustment for layer ly, SWly is the soil water content of layer ly

and AWCly is the available water capacity for layer ly, all terms expressed in mmH2O.

The potential water uptake from each soil layer will be extracted as long as it does not

exceed the difference SWly −WPly, where WPly is the water content at the wilting point.

Then, the actual transpiration will be the sum of water uptake from each soil layer.

3.2.2.2 Potential and actual soil evaporation

Esmax depends on the product of PET and the soil cover index. The latter varies

from 0 to 1, and computes the aboveground biomass and residue effect in reducing Esmax,
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so that the more biomass and residue the closer to zero it is. When the sum of Etmax and

Esmax exceeds PET, soil evaporation is weighted by the factor r (Equation 3.14)

r =
PET

Etmax + Esmax
(3.14)

If the sum continues exceeding PET, both Esmax and Etmax are weighted by an updated

r (if r was used in the previous step, Esmax was modified, and so does r).

When the snow storage is not null, Esmax is initially used to sublimate the snow. Then,

the remaining evaporative demand is oriented to the soil water. In the study basin, Esmax

is directly oriented to evaporate the soil water. SWAT model partitions the evaporative

demand by depth, so that 50% of the demand must be taken from the top 10 mm and

95% from top 100 mm of soil. However, similarly to the water uptake, users are also able

to modify the evaporative demand with depth in order to favour evaporation from lower

levels, using a compensation coefficient (ESCO). The field capacity for each soil layer will

be a constraint to the potential evaporation, according to Equations 3.15 and 3.16:

Es
′

max,ly = Esmax,ly · exp

(
2.5 · (SWly − FCly)

FCly −WPly

)
, if SWly < FCly (3.15)

Es
′

max,ly = Esmax,ly , if SWly ≥ FCly (3.16)

where Es
′

max,ly is the adjusted potential evaporation, Esmax,ly is the potential evaporation,

SWly is the soil water content, FCly is the water content at field capacity and WPly is

the water content at wilting point, all terms expressed in mmH2O for a given layer ly.

Lastly, water will be removed from each layer as long as the evaporative demand does not

represent more than 80% of AWCly. Otherwise, only 0.8 · AWCly will be removed. The

actual soil evaporation for a given day will be the sum of the water removed from each

layer.

3.2.3 Plant growth

Plant growth in SWAT is linked to the approach of heat units (HU). It is assumed

that plants reach maturity when accumulate a given amount of HU, that is calculated

according to Equations 3.17 and 3.18.

HUi =

(
Tmax,i + Tmin,i

2

)
− Tbase,j , if

(
Tmax,i + Tmin,i

2

)
> Tbase,j (3.17)
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HUi = 0 , if

(
Tmax,i + Tmin,i

2

)
≤ Tbase,j (3.18)

where HU , Tmax and Tmin are, respectively, the heat units, maximum and minimum tem-

peratures, in ◦C, for day i, and Tbase is the base temperature (◦C) for plant j. If the HU is

accumulated along the time, it is possible to define a quantity that represents the maturity

for each plant j, that is called potential heat units (PHUj). When j is a crop, the PHU

represents the interval between planting and harvesting, whilst for trees and perennials it

is the period between budding and leaf senescence (Strauch and Volk, 2013). A fraction

(FRPHU,i,j) ranging from 0 to 1 can be defined to express the stage of growth:

FRPHU,i,j =

∑i
k=1 HUk
PHUj

(3.19)

The leaf area index (LAI) is controlled by the FRPHU,i,j. The rise until the maximum

LAI (LAImx) is a sigmoid-like curve that depends on two shape parameters, which along

with LAImx, can be adjusted by the user. Once LAImx is reached, it is maintained constant

until senescence surpasses leaf growth, and LAI decreases linearly to 0. Another feature

of the LAI curve is the dormancy period, which is defined for regions south of 20◦ S or

north of 20◦ N. Figure 3.2 shows the dormancy period for a range of latitudes in Southern

hemisphere. When the day-length reaches a minimum threshold, plants undergo dormancy

and do not grow, so that part of the biomass is converted to residue and LAI reaches its

minimum (LAImn). Dormancy also marks the beginning of a new growth cycle for trees

and perennials, while for crops the new cycle can be schedule with planting and harvesting

operations.

Along with gl,mx, LAI also modulates the transpiration (Eq. 3.11), and influence its

seasonality as well. Although using a dynamic approach for LAI seems appropriate to

represent different climate conditions throughout the years, this mechanism brings some

difficulties in the adjustment. First, dormancy in SWAT depends exclusively on the day

of the year, and not on biophysical parameters related to the soil moisture, nutrients,

abscisic acid, among other factors. Second, the shape parameters are not able to provide

realistic seasonal patterns of LAI for Southern Hemisphere, which can only be reached using

management operations of harvesting and planting (Strauch and Volk, 2013), but it does

not make sense for natural land covers such as forests. Lastly, the plant growth will change

under some climate perturbation scenarios, once the heat units approach will be modified,
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Figure 3.2: Dormancy period in function of latitude.

making it difficult to address the specific contribution from climate and phenology in the

results. For this reason, we propose a modification in plant growth using an analytic

equation (Equation 3.20), as previously used by Mota da Silva (2013). It supposes a

sinusoidal behavior, whose amplitude depends on the prescribed LAImx and LAImn.

LAIi,j = LAImx,j − (LAImx,j − LAImn,j) ·
[
0.5 ·

(
sin(5.5π +

πi

182
) + 1

)]1.1

(3.20)

where indexes i and j represent the day of the year and the land cover, respectively, and

182 is the day of the year when LAImn,j is expected. The fitted LAI curves for both pasture

and forest land covers are shown in Figure 3.3.
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Figure 3.3: Daily variation of leaf area index, in m2 m−2, in a year, for pasture (black line)

and forest (red line) land covers.

3.3 SWAT setup

SWAT 2012 rev. 591 was used in this work. The boundary conditions were built

under a Geographic Information System (GIS) platform, ArcGISR© 10.2.2, via ArcSWAT

2012.10.2.18 extension. Details are described below:

• Digital Elevation Map (DEM) was taken from the ASF DAAC (2015) dataset, with

a resolution of 12.5 meters (Fig. 3.4a). This data is used to delineate the watershed,

main rivers and tributaries, sub-basins and the declivity classes that are used in HRU
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definition;

• Land use map (Fig. 3.4b) was adapted from IBGE (2015). For simplicity, agriculture

was reclassified into pasture, forested areas were generalized in a single class, and

mosaic classes were reclassified into the dominant cover (pasture or forest). Pasture

and forest were initially set according to Mota da Silva (2013), and the remaining

class (urban) is set as default;

• Soil map (Fig. 3.4c) from Minas Gerais State (UFV-CETEC-UFLA-FEAM, 2010)

was adapted to represent two classes: Red-Yellow Latosol (LVA) and Red-Yellow

Argisol (PVA). The physical properties of the soil were initially set according to

Pontes et al. (2016);

• Rainfall data was built merging available gauges held by different sources: Agência

Nacional de Águas (ANA, 2018), Companhia de Saneamento Básico do Estado de São

Paulo (SABESP, 2018), Centro Nacional de Monitoramento e Alertas de Desastres

Naturais (CEMADEN, 2018), Monte Verde station from Instituto Nacional de Me-

teorologia (INMET) and Extrema, Piracaia, Vargem and Bragança Paulista stations

from Instituto Agronômico de Campinas (IAC). These data were daily interpolated

using the inverse distance weighting (IDW) method (Pebesma, 2004), in a 0.1◦ x 0.1◦

grid. The quality control removed daily spikes, consecutive zero and non zero days

of rainfall, and monthly zeros during DJF trimester. In order to check whether the

data were accordingly removed, a visual analysis was carried out merging both origi-

nal and consisted data, with the closest gauges (< 10 km radius). Besides that, the

visual analysis has removed periods when a gauge continuously underestimated the

rainfall, possibly due to clogging, time lags from conventional gauges, among other

random errors. The gauges position as well as their availability in time are shown in

Fig. 3.5;

• Maximum and minimum temperature, wind speed, relative humidity and solar radi-

ation (hereafter referred as weather data) were taken from ERA-Interim reanalysis

(Dee et al., 2011), and present ≈ 80 km resolution. Both rainfall and weather coor-

dinates are from the center of each grid, that are treated as stations (Fig. 3.4d);

• We set CO2 concentration based on observed mean global temporal rates during
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the range of time (Thoning et al., 2020), starting from 350 ppm and increasing

approximately at 2 ppm per yr.

Figure 3.4: (a) Digital elevation map (m); (b) Reclassified land use map; (c) Reclassified soil

map; (d) Position of each grid center for rainfall (black circles) and weather (red squares)

data.

3.4 Calibration

In this work, we used the streamflow gauge 25B as a reference to calibrate the Jaguari

basin, which was deliberately chosen to be the basin outlet (see Fig. 3.1). This gauge

was selected because it is the closest to the inlet of Jaguari dam, it is daily updated

and comprises a relatively long period (1990 - present). The data passed through quality

control process in order to remove random errors, and was compared to gauges F-23, close

to Camanducaia river outlet (northern portion of the basin area), and F-28, from Middle

Jaguari, to assess other potential mistakes in the record. The period 2003-2017 (≈ 2
3
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Figure 3.5: (a) Rain gauge positions of different sources: CEMADEN (grey dots), ANA

(black triangles), INMET (red square), IAC (dark red star) and SABESP (blue cross), and

(b) data availability in time (x-axis) for each rain gauge labelled in (a) (y-axis). Discontinuity

represents missing data, and colors follow the same pattern than (a).

of the time series) was selected for calibration because it comprises a higher inter-annual

variability than 1995-2002 (≈ 1
3

of the time series), that was used for validation. A warm up

period of 5 yr was carried out for both calibration (1998-2002) and validation (1990-1994)

steps.

The calibration was divided in two steps: (1) an exploratory and (2) a fine tuning.

The exploratory step used prescribed parameters based on literature (Rafee et al., 2019;

Pontes et al., 2016; Mota da Silva, 2013; Strauch and Volk, 2013) to run the Particle Swarm

Optimization algorithm from SWAT-CUP (Abbaspour, 2015) and provide a list of the most

sensitive parameters, that were used in the step 2. Along with that, some adjustments in

evapotranspiration and discharge partitions were performed in this step and are described

in Chapter 4.

The fine tuning process of calibration was carried out with swatplusR 0.2.7 package

(Schürz, 2019) running in R (R Core Team, 2013). Latin Hypercube Sampling (LHS) was

used to produce a 2000-length distribution of 15 parameters to be calibrated (selected

from the previous step). Then, for each combination out of the 2000 possibilities, it

was generated a SWAT output, and the discharge was evaluated using the Nash-Sutcliffe

efficiency (NSE) index (Nash and Sutcliffe, 1970), expressed as:
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NSE = 1−
∑T

t=1 (Qt
m −Qt

o)
2∑T

t=1

(
Qt
o −Qo

)2 (3.21)

where the Qt
m and Qt

o are the modelled and observed discharges at time t, and Q0 is the

mean of the observed discharge. NSE index ranges from −∞ to 1, where 1 represents the

perfect match between modelled and observed flows.

The simulation presenting the best NSE index is then used in the validation period.

It is important to highlight that the transition from SWAT-CUP to swatplusR was

due to efficiency issues, once the latter was performed using parallel processing. As the

source code was modified to address the changes listed in Sections 3.3 and 3.2.3, for CO2

concentration and LAI, it needed to be recompiled, so that the time to perform a single

simulation with the current executable increased more than twice.

3.5 Experimental design of perturbations in climatic forcings

The elasticity (εz,x) addresses how much a percentage change dz
z

of a given variable z

responds to another percentage change dx
x

of a variable x, where z and x represent mean

values of z and x, respectively. The elasticity is a simple form to address the impact of

changing a variable in another one.

In this work, we defined the experimental design by using the elasticity of key at-

mospheric variables (precipitation and air humidity) to near surface air temperature. The

temporal change of mean air temperature (T) was assessed with correspondent changes in

rainfall (P) and specific humidity (q), defined as the elasticities εP,T and εq,T , respectively,

that accounted for the percentage of change in P (or q) by 1◦C change of temperature, as

follows:

εP,T =
1

P

∆P

∆T
(3.22)

εq,T =
1

q

∆q

∆T
(3.23)

where ∆P , ∆T and ∆q are temporal changes of P, T and q, respectively, and P and q are

mean values of P and q, all calculated over a prescribed range of time.

We used the estimates of precipitation and specific humidity elasticities to temperature

calculated over the historical and future global climate simulations of 37 models of the
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Coupled Model Intercomparison Project - Phase 5 (CMIP5, Taylor et al., 2012) 1 assessed

by de Abreu et al. (in prep). The authors first interpolated the GCM outputs to a common

0.5◦x0.5◦ horizontal resolution grid, and the ensemble mean of each model was calculated

over a grid box centered in Southeast Brazil. They calculated the difference of an average

variable in future climate (years 2075-2099) minus the average in the historical period

(years 1980-2004) as estimates for ∆X, where X is a variable used in Eqs. 3.22 and 3.23,

and X calculated during the entire period from 1980 to 2099. Only statistically significant

changes were taken into account. For the future climate, the authors used the RCP8.5 (van

Vuuren et al., 2011) ensembles, that usually constrained higher CO2 concentration (and also

higher temperatures) out of other scenarios at the end of the 21st century, that was selected

deliberately in order to obtain the highest signal-to-noise ratio responses to increasing CO2.

The heat map of εP,T and εq,T (Fig. 3.6) shows there is a large spread over the models for

elasticity of rainfall and less for humidity. The estimates of εq,T showed systematic increase

in specific humidity with temperature, that ranged up to 10 % ◦C−1. For precipitation,

the elasticity varied from patterns of decreasing to increasing precipitation, roughly from

-10 to +20 % ◦C−1, that agreed with reports of divergent contributions in the late century

(Magrin et al., 2014). Also in Fig. 3.6 is shown the spread of CMIP5 models for elasticities

of ET and P-ET. For ET, the elasticity ranged approximately from -5 to 5 % ◦C−1, with

a positive average though, while P-ET presented a much wider range, roughly from -20

to 20 % ◦C−1. We stress that since elasticity relationships account for temporal rates of

temperature, the absolute changes (of either humidity or rainfall) can be highly pronounced

in future climate. For example, the elasticity value of εP,T = 10 % ◦C−1 seems modest for

a 1◦C warmer temperature, although it leads to a 30% of absolute increase in rainfall for a

3◦C warmer temperature climate. Likewise, the εP,T = 20 % ◦C−1 leads to a 60% absolute

increase in rainfall for the same 3◦C increase of temperature. However, the probabilities

of the rainfall elasticity among the set of models are different, wherein highest and lowest

elasticities are less likely, though significant.

1 ACCESS1.0, ACCESS1.3, BNU-ESM, CCSM4, CESM1-BGC, CESM1-CAM5, CESM1-WACCM,

CMCC-CESM, CMCC-CM, CMCC-CMS, CNRM-CM5, CSIRO-Mk3.6.0, CanESM2, FGOALS-g2,

GFDL-CM3, GFDL-ESM2G, GFDL-ESM2M, GISS-E2-H, GISS-E2-H-CC, GISS-E2-R, GISS-E2-R-

CC, HadGEM2-CC, HadGEM2-ES, IPSL-CM5A-LR, IPSL-CM5A-MR, IPSL-CM5B-LR, MIROC-ESM,

MIROC-ESM-CHEM, MIROC5, MPI-ESM-LR, MPI-ESM-MR, MRI-CGCM3, NorESM1-M, NorESM1-

ME, BCC-CSM1.1, BCC-CSM1.1(m) and INM-CM4
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Figure 3.6: Probabilities of occurrence (%) of elasticity in relation to temperature of pre-

cipitation (P), specific humidity (q), evapotranspiration (ET) and precipitation minus eva-

potranspiration (P-ET), in % ◦C−1, using the CMIP5 models. Source: de Abreu et al. (in

prep).

3.5.1 The set of experiments

We chose the 23 yr weather data (1995-2017) used for model calibration as the refe-

rence forcing data to simulate the hydrological outputs, here referred to as the Control

experiment. Upon that, we defined case-specific perturbations on the key forcing varia-

bles (air temperature, humidity, precipitation and CO2 concentration) to define the set of

experiments.

Firstly, for the temperature, we defined 5 cases of varying temperature, with perturba-

tions prescribed as changes in mean daily air temperature (Tav) from +1 to +5◦C above

the control, each case respectively. Maximum increase of 5◦C comprises the upper limit of

interquartile range (IQR) of CMIP5 projections for temperature increase, 4.6◦C, estimated
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by de Abreu et al. (in prep). Additionally, Raftery et al. (2017) points to a likely increase

in temperature between 2 and 4.9◦C, already considering the effects of emission mitigation

policies. The SWAT model was forced with maximum and minimum temperatures, so

both variables were simply offset according to each perturbation case.

Second, for air relative humidity (RH), we defined 3 cases with perturbations based

on the εq,T variability derived from the CMIP variability (Fig. 3.6): εq,T= 5, 7.5 and 10

% ◦C−1, respectively. With the control case RH and Tav, we calculated the water vapour

pressure e = es · RH, where es is the saturated water vapor pressure, dependent on Tav.

Then, es is updated to case specific temperature (+1 to +5◦C), e is incremented at the 3

percentages of εq,T , and RH cases are calculated. The prescribed perturbations in control

RH (Fig. 3.7) shows that they conveniently represented variations with reduced, alike

and increased RH when compared to the control case, for elasticities of 5, 7.5 and 10

% ◦C−1, respectively. We also noted interesting features: the changes compared to the

control case were most pronounced with increasing RH, except for the alike case (Fig. 3.7

middle); as the alike case incidentally compared well with the control case, it is suggested

that to keep RH approximately constant with increasing temperature required a 7.5 %

increase of specific humidity per ◦C of temperature change. Furthermore, we made some

simplifications: for the 10 % ◦C−1 case, a few cases exceeded RH a little beyond 100%

particularly for higher temperature increases, that we limited to 100% to keep consistency.

Based on the comparison to the RH control case, in summary, we referred to the 3 cases

as lower RH (5 % ◦C−1), alike RH (7.5 % ◦C−1) and higher RH (10 % ◦C−1), respectively.

Third, for precipitation, we defined 4 cases with perturbations based on εP,T variability

(Fig. 3.6): -5, 0, 5 and 10 % ◦C−1, that totalled 94.3% of all probabilities. The rainfall

was changed by simple scaling of every daily rainfall episode of control case to percentages

according to the 4 aforementioned cases and to case specific temperature (+1 to +5◦C).

Finally, to alter the CO2 concentration, we defined perturbations in 2 cases (Fig. 3.8):

the first with prescribed daily time series as used in the calibration, here referred to as

Historical case; the second based on the projected temporal rates for the RCP 8.5 during

2075-2099 (van Vuuren et al., 2011), that started at 750 ppm and increased at 8 ppm yr−1,

referred to as the end century case.

Despite being a key model forcing that controls ET, the incoming solar radiation was

chosen not to be altered in our experiments, based on its low mean elasticity as noted by
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Figure 3.7: Scatter plots of control RH (x-axis) and perturbed RH (y-axis), for three classes

of εq,T : 5 % ◦C−1 (left), 7.5 % ◦C−1 (middle) and 10 % ◦C−1 (right). The point colors

represent the mean air temperature increases from 1 to 5◦C, so that the darker the color, the

higher the increase. The 1:1 reference line is displayed in each panel.

de Abreu et al. (in prep). Furthermore, we assumed ground wind speed as being of minor

impact, and was also not altered, helping to keep the design simpler.

In summary, we defined a set of 120 simulations plus a control case, with conditions

shown in Table 3.1, that were run with the calibrated SWAT model each one spanning

a 28 years-long range of time, that combined specific cases of air temperature (5 cases),

precipitation (4 cases), air relative humidity (3 cases) and air CO2 concentration (2 cases).

The impacts are discussed with outputs for key hydrological variables as the difference

between the experiment minus the control simulation, based on averages of each simulation

during the 28 yr range that were assessed partly during the last 23 yr (once first 5 yr were

taken as warm up for soil moisture).
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Figure 3.8: CO2 concentration along the years of simulation, in ppm, for historical (black

line, y = 350 + 2 · x) and end century (red line, y = 750 + 8 · x) conditions.

Table 3.1 - Summary of cases with perturbations in key atmospheric variables.

Perturbated variable Cases

Temperature (◦C) +1, +2, +3, +4, +5

Rainfall (% ◦C−1) -5, 0, 5, 10

Relative humidity Lower, Alike, Higher

CO2 concentration Historical, End century
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Chapter 4

Model calibration and validation

In this Chapter, the SWAT adjustments and the calibration performance are described.

We evaluated the added value of calibration to the discharge simulation analysing the flow

duration curve before and after calibration, and also put emphasis on the water budget

terms of soil moisture and evapotranspiration.

4.1 Adjustments in evapotranspiration and discharge

We adjusted specific conditions that control the partition of ET into transpiration and

soil evaporation, and the baseflow compared to the total discharge (Q), previously to the

fine tuning calibration.

Regarding ET, it was assessed that soil evaporation was recurrently larger than trans-

piration on both forest and pasture covers using SWAT default and Mota da Silva (2013)

parameters. Domingues (2014) estimated that transpiration accounts for 2.1 (1.6) mm d−1

in Atlantic subtropical forest (pasture), in ET annual average, which represents 68% (53%)

of ET, while soil evaporation represents 8% (23%). Small magnitude of soil evaporation

in closed forested areas may be expected due to the reduced incoming radiation reaching

the soil (shadowing) (Marthews et al., 2008), and to the litter above the ground (Magliano

et al., 2017). We worked on the adjustments with the following actions:

• Maximize ESCO parameter (see Section 3.2.2.2) to restrict evaporation to the top

layer;

• Reduce the available water capacity (AWC), which is the difference between the water

content at field capacity and the water content at permanent wilting point, in the
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Table 4.1 - Parameters used in evapotranspiration adjustment process.

Unit Forest Pasture

BLAI

Maximum potential leaf area index
m2 m−2 5.2 2.5

ALAI MIN

Minimum leaf area index for plant during dormant period
m2 m−2 4.5 1.0

GSI

Maximum stomatal conductance
mm s−1 8.5 1.0

ESCO

Soil evaporation compensation factor
- 1.0 1.0

RDMX

Maximum root depth
m 2.0 2.0

VPDFR

Vpd corresponding to the second point on the gl curve
kPa 2.0 2.0

top layer. It lowers the soil water storage in this layer, and increases the percolation

to the deeper layers;

• Increase gl,mx and maximum rooting depth to boost transpiration. As Etmax and

Esmax are calculated separately, increasing Etmax may reduce Esmax in cases when

their sum exceeds PET (see Section 3.2.2.2);

• Adjust LAImx (BLAI) and LAImn (ALAI MIN) from Equation 3.20.

The results are summarized in Table 4.1.

In the simulated discharge, the drought flows were repeatedly underestimated. It hap-

pened because the percolation from the bottom soil layer to the shallow aquifer was limited,

producing almost no base flow. Seepage to next layer and lateral flow are calculated indi-

vidually in the model, and both depends on the drainable water (amount exceeding field

capacity) leaving each soil layer. As slope is significant in this basin, the lateral flow

tends to be larger than the seepage. In order to maintain the mass balance, the sum

of lateral flow and seepage cannot surpass the drainable water. If it happens, a ratio

r = seepage
seepage+lateral flow

is calculated, then seepage is multiplied by r and lateral flow by

(1-r). In other words, it is needed to maximize the seepage, without boosting the lateral

flow to address the issues with drought flows. For this reason, it was tested a combination

of values for some soil parameters that influence seepage and lateral flow: bulk density
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(ρb), saturated hydraulic conductivity (Ksat) and the available water content (AWC). For

simplicity, these parameters were set identically for each layer of soils LVA and PVA as

ρb = 0.9 Mg m−3, Ksat = 65 mm h−1 and AWC = 0.13 1.

4.2 Calibration and validation performance

The set of parameters, their range of variation, units and default/best values are listed

in Table 4.2. Along with the table it is presented the dotty plots between NSE index and

the parameters range (Fig. 4.1). In order to improve the visualization, only NSE > -1 is

shown in y-axes, which represents 96.2% of the total data. The best values from Table 4.2

are shown in the vertical red lines of Fig. 4.1. It was performed a two sample t-test for

each combination of NSE index and parameter range, testing the null hypothesis that the

values of a given parameter do not modify the NSE index. Considering a confidence level of

95%, we can reject the null hypothesis for all parameters except GW DELAY, HRU SLP,

SLSUBBSN, CN2 and GWQMN. In other words, we assume that the remaining parameters

were sensitive in the calibration process. Although such variables were not considered

sensitive, not including them in the calibration modifies the performance.

The added value of calibration to the simulation can be seen in the comparison between

flow duration curves before and after the procedure (Fig. 4.2). The SWAT-default simula-

ted discharge generates high peaks, overestimating exceedance probabilities below ≈ 15%,

and underestimating the remaining probabilities, reaching zero in many periods of the time

series (not shown in Fig. 4.2 because y-axis is in log scale). It resembles a flow duration

curve in a highly impermeable soil. On the other hand, the calibrated simulation is closer to

the reference flow duration curve in practically all exceedance probabilities. It can be seen

that for discharges below ≈ 20m3 s−1, the calibrated flow is recurrently underestimating

the reference, except in the extreme low values, where it is overestimated.

The best values from calibration (Table 4.2) were used in the 1995-2002 period for

validation. The performances of both calibration and validation are shown in Table 4.3.

Considering the indexes and Moriasi et al. (2015) classification for daily discharge, it is

possible to affirm that performance was good for both periods. Analysing the simulated

time series (Fig. 4.3), we noted that the underestimation of discharges below ≈ 20m3 s−1

1 Except in the top layer, where AWC=0.10 to restrict soil evaporation.
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Table 4.2 - Set of parameters used in the calibration process, along with their range of variation, original

value (default) and best value found. Along with the prefix v, the parameter default value is replaced by

another one, with r the parameter is relatively (%) modified according to the default value, and with a,

a value is added to the parameter default. Apostrophe is displayed where several values are found for the

respective parameter.

Parameter Definition Range Defaut Best

Surface runoff

r

CN2
Curve number at condition II

-40%,

40%
0% -39.7%

Lateral flow

v

LAT TTIME
Lateral flow travel time (days)

1.0,

6.0
0.0 4.0

Peak rate

v

OV N
Manning’s ”n”value for overland flow

0.17,

0.4
0.1 0.36

r

HRU SLP
Average slope of the subbasin (m m−1)

-25%,

25%
0% -15%

v

CH S1
Average slope of tributary channels (m m−1)

0.001,

0.055
* 0.010

r

SLSUBBSN
Average slope length (m)

-25%,

25%
0% -2.6%

Channel flow

v

CH S2

Average slope of main channel along

the channel length (m m−1)

0.001,

0.02
* 0.013

v

CH N2
Manning’s ”n”value for the main channel

0.025,

0.3
0.014 0.14

v

CH K2

Effective hydraulic conductivity in the main

channel alluvium (mm h−1)

5,

120
0 36

Shallow aquifer

v

RCHRG DP
Deep aquifer percolation factor

0.0,

0.2
0.05 0.19

v

ALPHA BF
Baseflow recession constant (days)

0.0,

0.1
0.048 0.027

a

REVAPMN

Threshold depth of water in the shallow aquifer

to revap or percolation do deep aquifer occur (mm)

-500,

0
750 -177

r

GW DELAY
Groundwater delay (days)

-20%,

20%
31 1.8%

v

GW REVAP
Groundwater ”revap”coefficient

0.1,

0.5
0.02 0.2

a

GWQMN

Threshold depth of water in the shallow aquifer

required for base flow to occur (mm)

-100,

100
400 98
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Figure 4.1: Dotty plots between NSE index (y-axis) and the range of values assessed for

each parameter (x-axis). In the top of each panel is shown the parameter name, whereas

vertical red lines show the best values found in calibration process. Only NSE indexes > -1

are shown.

shown in Fig. 4.2 comprises the recession limbs and the minima of the hydrograph. On

contrary, the years of 2014, 2015 and 2017 presented the lowest discharge minima of the

time series, and were overestimated by the model, which is also shown in the flow dura-

tion curve for probabilities close to 100%. According to Krause et al. (2005), the main

disadvantage of NSE is that it often overestimates (underestimates) the performance in

peak (low) flow conditions, due to the difference between observed and simulated flows
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Figure 4.2: Flow duration curves of daily discharge, in m3 s−1, of not calibrated (blue line),

calibrated (red line) and reference (black line) simulations.

being computed as square values. Another important issue is that the later period com-

prises an extreme drought event that hampers the model performance on calibration, and

overestimates the validation (Zheng et al., 2018) (note that in Table 4.2 the validation

performance is superior, except by pbias index). In addition, the rain gauges density has

changed throughout the period (Fig. 3.5), especially after 2014 with CEMADEN gauges,

which may impact the mean rainfall representation in the basin. Overall, we believe that

the calibration was successful to proceed with the analysis present in Section 5.
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Table 4.3 - Performance indexes Nash-Sutcliffe efficiency (NSE), percent bias (Pbias, %) and the coefficient

of determination (R2) for calibration and validation periods. Below each value is shown the classification

according to Moriasi et al. (2015).

NSE Pbias (%) R2

Calibration
0.82

(very good)

-2.9

(very good)

0.82

(good)

Validation
0.85

(very good)

-6.2

(good)

0.85

(good)

Figure 4.3: Upper panel: Simulated (red line) and observed (black line) discharges, in m3 s−1.

Vertical dashed line separates calibration from validation. Middle panel: Idem to upper, with

y-axis in log scale. Lower panel: Basin-averaged daily precipitation, in mm d−1.

4.3 Water balance

In this section, it is assessed the water balance in Jaguari basin. Rainfall (P), evapo-

transpiration (ET) and specific discharge (Q) time series are exported for each HRU, and

a weighted average considering the HRU area is carried out to represent the basin average

(Fig. 4.4). The mean rainfall in the basin is 1541± 206 mm yr−1. In long term, this

amount is essentially partitioned in ET (935± 56 mm yr−1) and Q (603± 144 mm yr−1).

The evaporative index (ratio ET/P) and runoff coefficient (ratio Q/P) were estimated as

61% and 39%, respectively. We noted that Q variance was directly linked to the P one,
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whereas ET presented less variance than P and Q. Besides, ET was recurrently superior

in magnitude to Q throughout the years. Although this pattern is also soil moisture de-

pendant, in rainier years (1995, 1996 and 2009) Q magnitude is quite close to ET, while

in drier years ET is far dominant. In 2014, for instance, ET was 80% of the rainfall.

ANA and DAEE, 2015 estimated mean P and Q for Jaguari and Jacaréı contribution

areas (1230 km2) to Cantareira System: 1592 and 646 mm yr−1, respectively, which results

in a runoff coefficient of 41%. These values are quite close to the results simulated by

SWAT. Henriques (2019) assessed long term values of water balance components for sub-

basins of PCJ watershed (Jaguari basin is within PCJ). In his work, P annual average is

lower than our estimates, ≈ 1315 mm yr−1, while Q ranges from 381 to 553 mm yr−1 and

ET from 751 to 947 mm yr−1, resulting in runoff coefficients ranging from 29 to 42%. It is

important to focus that, although the references of ANA and DAEE, 2015 and Henriques

(2019) provide valuable information for comparison, the long term period in which the

averages were calculated are different from this work. In addition, the sub-basins used by

Henriques (2019) are not from Jaguari basin.

4.3.1 Simulated discharge

In the Section 3.2.1 we described how SWAT calculates the three components of dis-

charge: overland, lateral and base flows. In this section, the magnitudes of each component

after calibration are discussed.

The flow duration curve (Fig. 4.2) showed that the SWAT-default simulation presented

high peaks and underestimated values above 15% exceedance probability. The mechanism

that calibration addressed to reduce the peaks was reducing the overland flow and maxi-

mizing the infiltration (e.g., see the expressive reduction in CN2 parameter in Table 4.2).

As already discussed in this section, it was needed to maximize the percolation from the

bottom soil layer to the shallow aquifer to improve the drought flow representation. The

increase in infiltration has also helped to accomplish the minima.

Fig. 4.5 shows the SWAT-calculated specific discharge (Q) components after calibra-

tion. Lateral flow (Qlat) is the main component, supplying 497± 113 mm yr−1 in average,

which represents 85% of total flow. Then, base flow (Qgw) and surface flow (Qsurf) supply

81± 26 mm yr−1 (14% of Q) and 5.6± 3.4 mm yr−1 (1% of Q), respectively. One could

have already guessed the magnitude of Qlat with respect to the others because the outlet
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Figure 4.4: Left panel: Yearly average rainfall (light grey bars), evapotranspiration (dark

grey bars) and specific discharge (black bars) along the years of simulation, in mm yr−1,

in Jaguari basin. Right panel: Mean annual values (circles) with error bars showing the

standard deviation, in mm yr−1.

is in the upstream portion of the entire watershed, where high slope is observed. In addi-

tion, Ksat = 65 mm h−1 is also considerably high, and according to Equation 3.4, both slp

and Ksat directly modulates Qlat. In this context of high Ksat, the macroporosity stands

out, so that the response time of the flow in this scenario approaches the one from Qsurf .

This is possibly the reason why peaks are well simulated even producing almost no Qsurf .

Henriques (2019) estimated much higher contribution of Qgw to Q in PCJ watershed, from

60% to 66%. However, it is important to stress that a model is a simplification of the real,



60 Chapter 4. Model calibration and validation

complex system, and it may be difficult the comparison between simulated and observed

discharge components.

Figure 4.5: Left panel: Yearly average components of discharge calculated by SWAT along

the years of simulation: surface flow (light grey bars), lateral flow (dark grey bars) and base

flow (black bars), in mm yr−1. Right panel: Mean annual values (circles) with error bars

showing the standard deviation, mm yr−1.

4.3.2 Evapotranspiration

Many estimates of ET on global basis are available, e.g., using satellite and models

(Miralles et al., 2011; Mu et al., 2011), reanalysis data (Dee et al., 2011), land surface

model (Dirmeyer et al., 2006; Domingues, 2014), also at small watershed scale using field
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measures (da Rocha et al., 2009), and at regional scale with field water budget (Henriques,

2019). The use of these estimates depend on individual temporal and spatial scales, and

the accuracy is intrinsically posed by the specific method. Some studies used the field

water budget method at watershed scale to validate calculated ET (Zhang et al., 2010;

Liu et al., 2016). In this section, we evaluate the ET calculated by SWAT by comparing

it to remote sensing derived products, namely the Global Land Evaporation Amsterdam

Model (GLEAM, Miralles et al. (2011)) with ≈ 25 km resolution, and the MODIS Global

Evapotranspiration (MOD16A2, Mu et al. (2011)), with 500 m resolution, and also a

terrestrial water balance method.

We interpolated six grid cells of GLEAM data (with IDW method) surrounding the

basin to the Jaguari centroid, and MOD16A2 time series was estimated using the grid cells

within Jaguari. Lastly, the terrestrial water balance (TWB) was estimated using monthly

field P and Q time series, and terrestrial water storage (TWS) from GRACE satellite (CSR

RL05 Mascon, Save et al., 2016) as proxy to soil water storage variation ∆S (Henriques,

2019).

Fig. 4.6 shows the comparison of the calculated ET (ET-SWAT) to GLEAM, MOD16A2

and TWB. Both GLEAM and MOD16A2 overestimated ET-SWAT and TWB at lower

ranges, generally in dry season (≈< 60 mm mo−1 or 2 mm d−1). As emphasized in Fig.

4.6-C, for the wet season, GLEAM showed good agreement with SWAT and TWB between

December and March but greatly overestimated them from September to November. Re-

garding MOD16A2, it underestimated the others in almost all months of the wet season

(Sep to Aug).

We chose TWB as the main reference source to compare our calculations. Especially

in annual or long term averages, TWB is about to be a more genuine data as it relies

mostly on direct observational data. On a monthly basis, TWB seemed vulnerable to

show outlier peaks, probably due to coarse spatial resolution of GRACE satellite, a matter

which can explain its higher variance (see Figs. 4.6-A and D). It was relevant how ET-

SWAT compared well with the TWB and better than the other estimates, even on a mean

monthly basis, with exceptions in Apr-Jun (Fig. 4.6-C) likely due to atypical oscillations

of TWB that we cannot explain rather than from the resolution issue. The comparisons

of mean seasonal ET showed that ET-SWAT was quite close to TWB (1.3 against 1.3

mm d−1 in dry season, and 3.2 against 3.1 mm d−1 in wet season, Fig. 4.6-D). We believe



62 Chapter 4. Model calibration and validation

that the model adjustments made for ET calculations were directly responsible for this

successful comparison.

A further question would be: how much did transpiration (Et) and soil evaporation

(Es) compose the ET-SWAT calculations? With the mean monthly terms aggregated

separately for both forest and pasture land covers over the basin, the components showed

similar seasonal patterns (Fig. 4.7-A, B and C), with Et responding for most of ET (Fig.

4.7-D) and ranging from ≈ 0.75 to 3.25 mm d−1 (Fig. 4.7-A), while Es varied from ≈ 0.3

to 1.3 mm d−1 (Fig. 4.7-B). Comparing forest and pasture, Et was higher in the forest and

Es in the pasture, with differences more evident in the rainy season. Such alternation of

magnitude between Et and Es over forest and pasture turned ET over forest only slightly

higher than over pasture (Fig. 4.7-C and D). Other estimates with the SiB2 model over

approximately the same domain (Domingues, 2014) showed good agreement to currently

calculated ET and also closer comparability to forest and pasture Et, but authors showed

generally higher mean ET of 3.1 mm d−1 over forest and 2.9 mm d−1 over pasture.

4.3.3 Soil moisture

The soil water storage is an important variable modulating ET and Q fluxes. The

basin-averaged rainfall (Fig. 4.8-B) is the only source of water updating the soil water

profile. Infiltration process can be addressed in Fig. 4.8-C: water starts penetrating the

top layer, and when it reaches the field capacity content, the surplus continues infiltrating

to the adjacent layer, and so on. Note that Fig. 4.8-C does not compute the unavailable

water (content at wilting point), and for this reason the layers can reach zero in certain

periods. With an enough amount of water, the percolation may reach the bottom layer,

and a potential excess will recharge the shallow aquifer (Fig. 4.8-D). However, as part of

the excess is used in the lateral flow, the percolation can be limited to moisten the bottom

layers of the soil profile. For this reason, the maximum values of stored water is smaller in

the bottom layers in comparison to depths from 25 to 100 cm. In general, as infiltration

happens from the top to the bottom layer, the profile seems tilted to the left. The same

pattern is observed when the soil is getting drier, more evident in the dry season. Note

that the first layer is, in average, drier than the remaining layers. It is due to the soil

evaporation which is restricted to the top layer, and to the lower AWC prescribed to this

layer, besides transpiration. In the remaining profile, water removal is exclusively due
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Figure 4.6: A) Monthly ET time series, in mm mo−1 of SWAT (black line), GLEAM (red

line), MOD16A2 (blue line) and TWB (green line) methods. B) Scatterplot between SWAT

monthly ET in axis-x, and GLEAM (red dots), MOD16A2 (blue dots) and TWB (green dots)

monthly ET in axis-y, in mm mo−1. The 1:1 reference line is displayed. C) Mean monthly

ET, in mm d−1, estimated by SWAT (black squares), GLEAM (red X), MOD16A2 (blue

dots), and TWB (green open circles). D) ET average (circles) and 75th and 25th percentiles

(bars), in mm d−1, for each estimate in dry (May to Aug) and wet (Sep to Apr) seasons.

Panels C and D used the common period of SWAT, GLEAM, MOD16A2 and TWB.

to transpiration. An important realistic feature is that variance in storage reduces from

the top to the bottom (excluding the top layer). There is a clear distinction in the annual

pattern during the 2014 drought, showing a depletion in the storage from the whole profile,
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Figure 4.7: Mean monthly a) transpiration (Et), b) soil evaporation (Es) and c) evapo-

transpiration (ET), in mm d−1, for pasture (red lines and circles) and forest (black lines and

circles). d) All period average of ET, Es and Et, in mm d−1, for forest (black F) and pasture

(red P).

and in the shallow aquifer as well (Fig. 4.8-A, D). This structure suggests that ET in 2014

was the lowest in the entire time series because it was water-limited. Finally, it is worthy

noting that until the end of the time series, the deeper layers have not reached the same
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magnitude in the rainy season than before 2014.

Figure 4.8: Daily time series, from 1995 to 2017, of a) integrated available soil water (vadose

zone and shallow aquifer), in mm; b) basin-averaged rainfall, in mm d−1; c) available soil

water profile (soil water storage minus content at wilting point), in mm, depicted for each

soil layer (y-axis); and d) shallow aquifer storage, in mm.
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Chapter 5

Assessment of climate change impacts

In this Chapter, we discuss the outputs of the simulation runs with the calibrated

model, in order to assess the climate change impacts on the hydrological components of

the water budget at the Jaguari river.

5.1 Evapotranspiration and discharge

Figure 5.1 shows the differences ∆ET and ∆Q between the experiments minus the con-

trol simulation for ET and Q, respectively, and depicts the effect of increasing temperature

with growing abscissa, the effect of RH with distinct line types, the effect of rainfall with

distinct colors and the labels displaying actual changes of precipitation.

With the historical CO2 case (Fig. 5.1-A, B) and no change in precipitation (εP,T=0

% ◦C−1, grey lines), we noted the effects of only temperature and humidity: for all RH

cases, ET generally increased near linearly with temperature, from about 13 to 64 mm yr−1

(1 to 7%) (Fig. 5.1-A), and Q reduced approximately at the same ET rates (Fig. 5.1-B).

The perturbation of lowering RH tended to enhance the increasing ET with temperature

by less than 5%, and likewise helped to decrease Q at similar deviations.

Also for the historical CO2, but with forcings of less precipitation in future, wherein

P was prescribed to reduce from 77 to 385 mm yr−1 with increasing temperature (εP,T=-5

% ◦C−1, red lines in Fig. 5.1-A, B), we noted that ET and Q were simultaneously reduced

for all RH cases. Whereas reduction in ET was much less than that in rainfall, from 7 to 88

mm yr−1 (1 to 9%), changes in Q were much higher and compared better to P, namely from

68 to 294 mm yr−1 (11 to 49%), all for the alike RH case. Additionally, the perturbation

of lowering RH tended to reverse the effect of decreasing ET with temperature, though
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only by less than 2%.

Finally, for the historical CO2 cases, with higher precipitation forcing, P was prescribed

to increase from 76 to 384 mm yr−1 for εP,T=5 % ◦C−1, and from 154 to 771 mm yr−1

for εP,T=10 % ◦C−1 (labels in Fig. 5.1-A, B, blue and black lines). The responses to

temperature and humidity changes showed that, for all RH cases, both ET and Q generally

increased near linearly with temperature. Regarding the responses of distinct precipitation

changes, for εP,T = 5 and 10 % ◦C−1, respectively, ET increased up to maxima of 161 and

229 mm yr−1 (17 and 24%) (Fig. 5.1-A), and Q up to 218 and 530 mm yr−1 (36 and 88%)

(Fig. 5.1-B). Similar to the εP,T=0 % ◦C−1 case, the comparison of higher to lower RH

with εP,T=10 % ◦C−1 tended to enhance the increasing ET with temperature, up to about

50 mm yr−1 or 5%, and likewise, helped to decrease Q at similar deviations.

Comparing all cases of precipitation changes, it is suggested that the less precipita-

tion forcing (εP,T=-5 % ◦C−1, red lines in Fig. 5.1-A, B) may have led to an apparently

pronounced soil moisture deficit, that in turn limited ET and its increasing response to

lowering RH and increasing temperature. Differently, other cases with constant/increasing

precipitation (εP,T=0, 5 and 10 % ◦C−1) did not constrain such response of increasing ET.

Concerning ∆ET in the end century CO2 cases (Fig. 5.1-C) compared to the historical

CO2, a dominant feature appears in reducing ET relatively to the control, that is, ∆ET was

prevailing negative, mostly due to the expected decrease of transpiration under high CO2

concentration. Notwithstanding, the response pattern of ET to increasing temperature and

RH showed similar directions compared to historical CO2 cases. The only exception was

at 5◦C warmer case with εP,T = 10 % ◦C−1, where ET responded positively. Considering

the varying RH, the changes were below 5 % with respect to control with increasing

temperature. In summary, changes in ET with temperature and RH at the end century CO2

ranged approximately between -15 to -20% (less precipitation forcing case) and -15 to +5%

(constant/increasing precipitation forcing cases). Such dominant reduction in ET led to

an overall increase in Q relatively to the control case. Indeed, all cases of end century CO2

(Fig. 5.1-D) showed higher ∆Q compared to the historical CO2 (Fig. 5.1-B). Changes in Q

with temperature and RH, at the end century CO2, ranged approximately between -30 to

+10% (less precipitation forcing case) and +10 to 125% (constant/increasing precipitation

forcing cases). Interestingly, for the less precipitation forcing (εP,T=-5 % ◦C−1, red line in

Fig. 5.1-D), Q increased (by about 10%) at the 1◦C warmer case, did not alter at 2◦C case,
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and kept descending at warmer cases. That is, for temperature increase above 2◦C, the

crescent water gains in the system, resulted from descending ET, were offset by crescent

losses of precipitation.

Figure 5.1: Hydrological responses of ET and Q shown as differences of experiment minus

control simulation (∆ET, panels A and C) and specific discharge (∆Q, panels B and D), in

mm yr−1 (left y-axis) and percentage variation (right y-axis), forced by: temperature increase

(x-axis, in ◦C); elasticity of precipitation to temperature εP,T , in % ◦C−1 (colors), with actual

changes of precipitation displayed as labels, in mm yr−1; changes of relative humidity (RH)

with the cases lower (dotted line), alike (dashed line) and higher (solid line); and changes of

CO2 concentration (historical in panels A-B and end century in panels C-D).

So far, the forcings of precipitation changes were determining in the responses of ET and

Q under future climatic conditions. In the realm of this point, the precipitation changes

(∆P in Fig. 5.2-A, B) showed higher spread with increasing temperature, which evolved

both from the option to use elasticity to define the forcings and the simulated variability of

global models for the region of investigation. The responses of Q to precipitation changes

ranged from about -50 to 100% and were broader than those for ET (-20 to 20%) (Fig.

5.2).
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Interestingly, the responses of both ET and Q to ∆P were not seemingly linear, most

obviously shown for ET at 5◦C (red lines in Fig. 5.2-A). The sensitivity of ET to ∆P can

be estimated simply as the approximated slope ∆ET/∆P, and considering, for example,

the increase in 5◦C, we noted that it decreased with increasing precipitation. Indeed, under

conditions of below average rainfall, and consequently, less soil moisture, an increment in

the rainfall may attenuate the soil water stress limiting ET. However, in above average

rainfall cases, and unchanged incoming radiation, it is the energy that limits ET rates. Fig.

5.2-A also shows the ET sensitivity to be higher for historical case compared to end century

case, partly explained by the CO2 effect on stomatal conductance helping to dampen the

responses. Conversely, the sensitivity ∆Q/∆P increased with precipitation.

Figure 5.2: Hydrological responses of ET and Q shown as differences of experiment minus

control simulation for alike RH case (∆ET, panel A) and specific discharge (∆Q, panel B), in

mm yr−1 (left y-axis) and percentage variation (right y-axis), forced by: change in precipita-

tion (∆P), in mm yr−1 (bottom x-axis) and percentage variation (top x-axis); temperature

increase, in ◦C (colors) and changes of CO2 concentration (historical in solid lines and end

century in dashed lines).
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5.2 Transpiration and soil evaporation

We show in this sub-section how the ET components of transpiration (Et) and soil

evaporation (Es) responded differently to the climatic perturbations.

The patterns of ∆Et (Fig. 5.3-A, C) prevailed on ∆ET, directly contributing to

the change signal response in ∆ET from historical to end century CO2 cases (in cons-

tant/increasing precipitation forcing cases), and in the effect of increasing ET with the

lowering RH. In general, under historical CO2 cases (Fig. 5.3-A), ∆Et decreased up to

about 15% in εP,T=-5 % ◦C−1 cases, and increased up to around 30% (0.6 mm d−1) in

constant/increasing precipitation forcing cases. For end century CO2 cases (Fig. 5.3-C),

all experiments presented depleted Et in relation to control run, from about -5 to -40%

(more than 0.7 mm d−1).

The responses in ∆Es (Figs. 5.3-B, D) had somewhat similar directions than ∆Et with

respect to temperature increase and precipitation changes, ranging from around -10% to

+25% in historical CO2 cases, and from around 10 to 55% in end century CO2 cases. As

the contribution of ∆Es to ∆ET is smaller, it only prevailed in ∆ET when ∆Et magnitude

was small, e.g., leading to the positive ∆ET cases with εP,T=5 and 10 % ◦C−1 in the end

century CO2 experiments.

RH exerts an important role in ∆Et and ∆Es patterns (Fig. 5.3). We noted that

the responses of ∆Et and ∆Es to RH were opposite: while ∆Et increased with lowering

RH, ∆Es decreased. Higher RH cases exhibited more variation with respect to the alike

cases than the lower ones, both in ∆Et and ∆Es. It happened possibly because higher RH

cases presented more days with vpd equal to 0 than alike, restricting the Penman-Monteith

potential ET to the energy-based term (see Eq. 3.7), thus reducing Et (and consequently

increasing Es). In lower RH cases, such mechanism was not addressed.

5.3 Soil water storage

Figure 5.4 addresses the differences in available water content (AWC) in the soil profile

due to the climatic perturbations.

Regarding the historical CO2 case, we noted that in constant and reduced precipitation

forcing cases, AWC reduction along the profile is more accentuated with increasing tempe-

rature and depth, although for different reasons. With εP,T=-5 % ◦C−1, AWC reduced from
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Figure 5.3: Responses in Et (∆Et, panels A and C) and Es (∆Es, panels B and D) shown as

differences of experiment minus control simulation, in mm d−1 (left y-axis) and percentage

variation (right y-axis), forced by: temperature increase (x-axis, in ◦C); elasticity of preci-

pitation to temperature εP,T , in % ◦C−1 (colors); changes of relative humidity (RH) with

the cases lower (dotted line), alike (dashed line) and higher (solid line); and changes of CO2

concentration (historical in panels A-B and end century in panels C-D).

around -20% in the top layer to -60% in the bottom, using 5◦C case as example, showing

that the negative ∆P surpassed the response from negative ∆ET. On the other hand, with

εP,T=0 % ◦C−1, the magnitude of depletion is smaller, ranging from -10% in the top layer

to -30%, also at 5◦C case, due to the increase in ET. In increasing precipitation forcing

cases, ∆P compensated or surpassed ∆ET responses, resulting in an AWC profile close to

control or wetter, for εP,T=5 and 10 % ◦C−1, respectively. The increase was up to 20%

in εP,T=10 % ◦C−1, and with distinct profile pattern in relation to constant precipitation

forcing case.

Differently, in the end century CO2 case, AWC profile is wetter than control essentially

for all experiments, due to the reduced transpiration. Experiments comprising reduced or
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constant precipitation forcings presented drier AWC profiles with increasing temperature

(arrows direction in Fig. 5.4), whereas the opposite occurred to increasing precipitation

cases, as an unfolding of elasticity approach. The differences between precipitation cases

is smaller in end century than historical CO2 cases. Using, for example, the 5 % ◦C case,

the difference between εP,T=-5 and 10 % ◦C−1 was at most 40% in end century against

around 80% in the historical CO2 case.

The response of RH in AWC profile on both historical and end century cases was

coherent to ET patterns: lowering RH increased ET, and thus reduced AWC.

An interesting feature is that some profiles of εP,T equal to 0 and -5 % ◦C−1 were

pretty similar, although presenting different responses on ET, e.g., εP,T=-5 at 1 ◦C increase

(∆ET < 0) and εP,T=0 at 2 ◦C (∆ET > 0). Indeed, the attenuation due to water restriction

is essentially the same in such cases, but potential transpiration was higher in εP,T=0

because involved higher temperature increases than εP,T=-5 (see Eqs. 3.12 and 3.13).

5.4 Uncertainties and distribution of events

In this sub-section it is discussed the impact of climatic perturbations on water fluxes

statistical distribution.

Figure 5.5 shows the probability density function (PDF) of precipitation, depicting the

separated impacts of elasticity (Fig. 5.5-A) and temperature (Fig. 5.5-B) cases. We noted

that control simulation (green lines in Figs. 5.5-A, B) exhibited a trimodal pattern, whose

main peak with respect to density addressed values around 1500 mm yr−1, the second

around 1900 mm yr−1, and the third one around 1000 mm yr−1, that represented the

drought in 2013/2014. Analysing the elasticity cases (Fig. 5.5-A) different than εP,T=0

% ◦C−1, it can be seen that distributions are displaced to the left (right) with negative

(positive) elasticity, and are flattened (i.e., decreasing kurtosis) with respect to control

simulation. In εP,T=-5 % ◦C−1 case, the mean reduced to about 1300 mm yr−1, and the

extreme low values are around 750 mm yr−1, i.e, inferior to the drought level. Differently,

with εP,T=5 and 10 % ◦C−1 cases, the mean increased to around 1750 and 2000 mm yr−1,

respectively, and maximum reached up to 3000 mm yr−1 (around twice the control mean).

With respect to temperature (Fig. 5.5-B), the higher the increase the higher the mean

and the variance of rainfall distribution. The flattened curves of decreased kurtosis in
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Figure 5.4: Relative change of available water content of experiments with respect to control

simulation (∆AWC, in %, x-axis) along 2m depth (y-axis), forced by: elasticity of precipi-

tation to temperature εP,T , in % ◦C−1 (colors); changes of relative humidity (RH) with the

cases lower (top panels), alike (mid panels) and higher (bottom panels); and changes of CO2

concentration (historical in the left panels and end century in the right panels). The arrows

point to the direction of increasing temperature for each εP,T case. Vertical dashed lines mark

∆AWC = 0.
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elasticity cases are more evident in the temperature ones, especially for increases above 3◦C.

At 5◦C increase, the distribution presented the wider range of yearly precipitation: around

2200 mm yr−1, against approximately 1200 from 1◦C increase case. Focusing on the plateau

over 5◦C case distribution, the higher density is practically equally distributed between

1300 and 2100 mm yr−1, depicting a condition to enhanced inter-annual variability.

It is important to note that the experiments include larger samples than control si-

mulation, which may explain the single modal distribution of experiments against three

modes in control.

The changes in the PDFs from ET and Q are assessed in Figs. 5.6-A, B, similarly to

the approach of Fig. 5.5. For simplicity, only the alike RH case is shown once the pattern

is essentially the same in lower and higher RH.

Control ET displays a peak in around 940 mm yr−1, ranging from around 800 to 1020

mm yr−1. We noted that in the historical CO2 case (top panels in 5.6-A, B), ET pre-

sented for all elasticity cases but 0 % ◦C−1 a similar change in distribution pattern to P,

despite the smaller impact on the tails. Minimum ET reduced with respect to control

in εP,T=-5 % ◦C−1 to 640 mm yr−1, and increased to 830 and 855 mm yr−1, respectively,

for εP,T=5 and 10 % ◦C−1. Regarding the maxima, the less precipitation forcing case did

not present significant changes with respect to control, but the remaining cases responded

with progressive increases to 1105, 1190 and 1252 mm yr−1 in εP,T=0, 5 and 10 % ◦C−1,

respectively. Concerning the temperature cases (Fig. 5.6-B), still under historical CO2

concentration, ET distributions are displaced to the right, which means an increase in the

mean, mode and variance with increasing temperature. At 5◦C it can be seen that a se-

condary peak of reduced ET (around 850 mm yr−1) with respect to control is taking form,

which is a response to the cases of less precipitation forcing. Q reproduced the P changes

essentially for all εP,T and temperature cases, except in εP,T=0 % ◦C−1, which presented a

reduced Q due to increased ET. We addressed that control P modes are marked in control

Q distribution as well, in around 230, 580 and 880 mm yr−1. The reduction in minimum Q

in εP,T= 0 % ◦C−1 case is modest (16 mm yr−1) but in εP,T= -5 % ◦C−1 it was 40% inferior

to control simulation (139 mm yr−1). The maximum Q in control was 900 mm yr−1, while

it reached 1209 and 1629 mm yr−1 in εP,T= 5 and 10 % ◦C−1, respectively. With respect to

temperature, Q resembled P distribution as well, stretching the PDF curve with increasing

temperature.
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Figure 5.5: Probability density function of yearly precipitation, in mm yr−1, separated by

A) elasticity (in % ◦C−1) and B) temperature increase (in ◦C) cases.

The end century CO2 concentration (bottom panels in Figs. 5.6-A, B) led to a reduction

in ET minimum, mean and variance, and, consequently, an increase in Q maximum, mean

and variance with respect to the historical case. Under such concentration, ET cases

ranged from 590 to 1074 mm yr−1 (against 640 to 1252 mm yr−1 in historical case), and
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Q from 164 to 1814 mm yr−1 (against 139 to 1629 mm yr−1 in historical case).

Figure 5.6: Probability density function of yearly ET (left panels) and Q (right panels), in

mm yr−1, separated by A) elasticity (in % ◦C−1) and B) temperature increase (in ◦C) cases.

Figure 5.7 shows the boxplot of experiment runs, along with the observed data and

the outputs of CMIP5 projections assessed by de Abreu et al. (in prep). We present the

experiments only for the alike RH case, and temperature increases of 1, 3 and 5◦C, in order
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to simplify the visualization and because the remaining cases not addressed here have the

same pattern (RH cases) or intermediate responses (temperature cases). Besides that, the

observed boxplots used field yearly P and Q, whereas ET was estimated as P-Q. Finally,

the boxplots of CMIP5 outputs did not account for the variance in time as the others,

but the variance among climate models. Additionally, the historical and end century CO2

cases comprised different ranges: 1980 to 2004 and 2075 to 2099, respectively, under RCP

8.5 scenario. Q in CMIP5 outputs was estimated as the difference between P and ET.

The observed boxplots present an estimate of the natural variability of water balance

components. The whiskers delimit a spanned range of interquantile range (IQR), between

q75% + 1.5 IQR at the top and q25% − 1.5 IQR at the bottom, where q75% and q25% are the

75th and 25th quantiles, respectively, and IQR = q75% − q25%. Outside these limits the

events are considered outliers. For instance, the drought in 2014 is marked in P and Q

boxplots, as the bottom outlier, while the years of 1995, 1996 and 2009 are the top outliers

in P. We noted that in the experiments, the variability increased with increasing tempera-

ture and precipitation forcing, as already pointed out previously, and regarding P and Q,

these changes are in most cases comparable or even larger than natural variability of these

variables, especially under end century CO2. It is remarked the presence of outliers in the

experiments that were not addressed in observation, and their magnitude amplify with

heating and more precipitation. On the other hand, ET variability in the individual expe-

riments was always shorter than natural variability. If the set of perturbations are assessed

as a whole, we see some reduced ET magnitudes not addressed by natural variability.

Despite not being readily comparable to the observation, due to the different period

in the historical case, the boxplots from CMIP5 (pink plots in Fig. 5.7) underestimated

P and Q, and overestimated ET, with respect to their observed medians. We observed

that the spread of long term mean values among models of CMIP5 is higher than the

natural variability of P and Q. For instance, the outliers in P ranged from around 800 to

2200 mm yr−1. The changes in the median from historical to end century cases in CMIP5

ensemble were considerably small in P (3%), and this pattern was reproduced in both ET

and Q (+0.4 and -3%, respectively). These results lead, again, to the understanding that

the small changes from historical to end century cases are due to the spread of different

responses regionally among CMIP5 models under RCP 8.5, as already shown in Fig. 3.6,

rather than a systematic small response of models individually. Notwithstanding, the P-
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ET estimation of CMIP5 models did not compare as well to observation as control SWAT

simulated Q.

ET in the end century case was slightly higher than historical case in CMIP5, on me-

dian, q75% and q25%, possibly addressing the prevailing effect of temperature increase rather

than CO2 on stomatal conductance. The CMIP-ET distribution presented an outlier of

around 1400 mm yr−1, ≈40% larger than median. Differently, SWAT end century expe-

riments did not surpass 1100 mm yr−1 due to the shorter variance and the CO2 effect.

Regarding Q distribution in CMIP5, we noted that q75% increased from historical to end

century, and outliers marked around 1400 mm yr−1, possibly due to the contribution of

8% of models with elasticity of more than 20 % ◦C−1 for P-ET (Fig. 3.6).

So far, we showed the responses of climatic perturbations in long term or yearly-based

means, not addressing the impacts in daily time series of such perturbations. Figure 5.8

presents the histogram of daily precipitation depicted in the elasticity cases. It can be

seen that less precipitation forcing increases (decreases) the distribution below (above) 10

mm d−1 with respect to εP,T=0 % ◦C−1, and events above 100 mm d−1 are not accounted.

In general, the cases with εP,T=5 and 10 % ◦C−1 presented the opposite pattern: less events

with P < 10 mm d−1 and more with P > 10 mm d−1 than the control case. In these cases,

for example, the 50 mm d−1 event is around 2 and 3 times the control count for εP,T=5

and 10 % ◦C−1, respectively, and the latter reaches up to 150 mm d−1 events, i.e., extreme

events are more numerous when εP,T > 0.

The flow duration curves of climatic perturbation experiments are shown in Fig. 5.9,

in order to discuss the extremes in the daily base. As in Fig. 5.7, only alike RH case and

temperature increases of 1, 3 and 5◦C are presented for simplicity.

We noted that the patterns of experiment responses, in general, were homogeneous

along the probability classes for discharge maxima (Fig. 5.9-A), with approximately pa-

rallel curves with respect to control simulation (green curves in Fig. 5.9), and similar

to the change in mean Q as discussed before, for both historical and end century CO2

cases. However, an exception was given in εP,T=10 % ◦C−1 case, in which the increase in

discharge below the exceedance probability of 0.1% was enhanced, for both CO2 cases as

well. In such condition, discharge can be as high as around 2.5 times the control case,

changing from 137 m3 s−1 to 325 m3 s−1 in the historical case and to 367 m3 s−1 in the

end century at a 5◦C increase. For instance, an outflow threshold of 100 m3 s−1 is set
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Figure 5.7: Boxplot of experiment responses (y-axis, in mm yr−1) in P (top panels), ET

(middle panels) and Q (bottom panels), forced by: temperature increases (in ◦C, columns),

elasticity cases (in % ◦C−1, colors), and CO2 concentration cases (historical and end century,

x-axis). Observed boxplots are shown in historical cases (green plots) and CMIP5 model

outputs ensemble (pink plots) are displayed.

for the downstream area of the Jaguari/Jacaréı reservoir, in order to avoid ”floods and

undesirable impacts”(ANA and DAEE, 2010).

To analyse the minima, Fig. 5.9-B presents a transformed x-axis to 100-exceedance

probability, in %. The same pattern of homogeneity around the probabilities was observed.

Discharge had smaller changes below 1% probability for each experiment. The larger
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Figure 5.8: Histogram of daily precipitation, in mm d−1, depicted by elasticity cases

(% ◦C−1, colors).

reduction was 29% with respect to control in the historical case, and 16% in the end

century at a 5◦C increase and εP,T=-5 % ◦C−1. The minima corresponded to 2014 simulated

discharge in each experiment, and interestingly, even in the end century cases (Fig. 5.9-

B, right panel), with an expected reduced ET due to stomatal conductance depletion, the

magnitudes are of same order than observed that year. In other words, 2014 drought can be

replicated in the future at similar magnitudes, especially with εP,T=-5 and 0 % ◦C−1. On

the other hand, the larger increases were in εP,T=10 % ◦C−1, up to 24%. In comparison,

considering εP,T=10 % ◦C−1 case, the increases in maximum discharge are much higher

than in the minimum, and even than mean Q. It is possibly due to two factors: (1) the

surface flow contribution to maximum discharge, which does not update soil moisture; (2)

lateral flow domination over percolation. In summary, the response patterns in Q to the

climatic perturbations were somewhat homogeneous along the probability classes, but the

percentage changes in maxima are more expressive than in mean and minimum values,

alerting to more numerous events of flood.
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Figure 5.9: A. Flow duration curve of experiment discharges, in m3 s−1, forced by elasticity

of precipitation to temperature εP,T , in % ◦C−1 (colors) and changes of CO2 concentration

(historical in the left panels and end century in the right panels). The arrows point to

the direction of increasing temperature (1, 3 and 5◦C) for each εP,T case. Thick green line

depicts the control simulation. B. Idem to A, but with x-axis transformed to 100-exceedance

probability, in %. Log transformation is applied to values above 0.01 and linear extrapolation

from 0.01 to 0. Maximum and minimum values of distribution are marked as ”X”above 0.



Chapter 6

Conclusions

We were concerned about a recent historical drought and spread water shortage that

affected much of São Paulo city during 2014 to 2015, and envisaged to assess the impacts of

climate change on the water budget of the main basin at the Cantareira reservoirs system,

in an attempt to foresee the variability of future hydrological regime compared to the

natural variability. We stress the concern to climate change in Southeast Brazil as there

is significant expectation of temperature increase but very little consensus for changes in

rainfall, that ultimately adds more uncertainty to the management of water resources.

Our methods essentially used climate forcings based on the whole and significant varia-

bility range of key climatic variables (temperature, rainfall, air humidity and CO2 concen-

tration) predicted by all CMIP5 models for our domain of investigation, and searched for

responses with simulations for the historical and future time using a thoroughly calibrated

physically-based (SWAT) model. We chose a strategy that, firstly, tried to circumvent

issues of common strategies that use hydrological modelling with only one or few climate

projections, and that create uncertainties due to the coarse scale downscaling to different

CO2 scenarios. Secondly, we attempted to investigate the particular control of each clima-

tic variable on the variability of the water budget, to help responding our main question,

where there is usually very little information.

The mean variability of P-ET provided by the set of CMIP5 models did not compare

the observations as well as the calculated discharge with the SWAT model. Our strategy of

calibration to approach and improve both evapotranspiration and discharge possibly helped

the hydrological simulations at regional scale to succeed and improve over the estimates

from global models.

In general, we found two main and opposite responses of possibilities in the future, if
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rainfall increases or decreases. With the temperature increase spanning from 1 to 5◦C, the

chances with more rainfall showed that the evapotranspiration was about to increase up

to 25% and discharge by 90%. With less precipitation, evapotranspiration decreased up

to about 10% and discharge to 50%. Meanwhile, the CO2 concentration brought a strong

effect on stomatal conductance that substantially helped to reduce the evapotranspiration

in the future, and in turn to increase the discharge in near proportion. On the other hand,

the particular roles of temperature and relative humidity alone on the biophysical processes

were significant to augment evapotranspiration, of less than about 7 and 2% respectively,

thus not so determining when compared to the rainfall and CO2 concentration.

The responses of extreme events were very pronounced. The maximum discharge more

than doubled in the future with increasing rainfall. The minimum flow was reduced up

to about 30% in case of less precipitation. However, the estimate of changes in maximum

discharge is possibly a weakness of the experimental design. The high peaks of discharge

in our subtropical region are caused, in general, by episodic intense rainfall on hourly basis

and/or successive accumulation of a few rainy days, both of which being phenomena that

were not exactly met on how precipitation was perturbed. The elasticity of precipitation

to temperature was based on the mean states of the historical and future time slices, that

did not account how more or less intense the daily precipitation episodes changed or not.

We also see weakness in the assessment of changes in the minimum flow, though possibly

minor. Whether in the future the frequency of droughts increases, or whether typical

drought length increases, our strategy does not cope with either the two phenomena.

Despite that, it is not uncommon in the tropics that above the average rainfall years are

usually correlated with occurrence of high daily discharge events, and so the opposite for

below the average years correlated with longer dry spells. Those were, in general, some

limitations noted in our strategy, but they are believed not to be sufficient to penalize the

overall arguments of the mean changes.

Regarding the minimum flow, the worst case scenario was addressed with the less pre-

cipitation forcing using the time series of 2014, due to the drought event, which presented

a depletion of 29% with respect to control. Considering the impacts of such drought, and a

scenario of increased population in the future, the addressed depletion in our experiments

may lead to an enhanced vulnerability of water supply in an already critical area. We

stress that, even under end century CO2 concentration, discharge levels close to 2014 are
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replicated.

The probability of increasing mean rainfall in the future was only slightly higher than to

decrease. As a transdisciplinary advice to policy making for water resources management,

these two directions seem well likely so far, and cautions to overcome the bad effects of

either are to be investigated and planned in more detail.

6.1 Suggestions for upcoming works

We suggest the following tasks for upcoming works:

• Address the changes in the frequency of events and spatial heterogeneity, such as

proposed by Kilsby et al. (2007) work using a weather generator model applied to

climate projections;

• Use of rainfall interception module to improve ET partition terms;

• Implement a dynamical vegetation approach to account the effects of CO2 enrichment

on LAI curve, which can counterpoint the impacts of reduced stomatal conductance

on transpiration. Works such as Strauch and Volk (2013) already addressed an

adapted model to Brazilian tropical Cerrado in SWAT, and could be used as starting

point;

• Improve the spatial resolution of climate variables besides rainfall, especially tem-

perature and humidity, using statistical models such as proposed by Martin et al.

(2020) to evaluate topography effects on ET and Q;

• Assess the model uncertainty in calibration/validation (non-uniqueness parameters)

along with the set of climate perturbations to improve the variability assessment;

• Address the land use change in the calibration and in the scenarios;

• Couple the hydrological model to a climate model in order to fully assess the interac-

tion between surface and atmosphere under climate change. For instance, a scenario

of reduced precipitation which generates higher rates of ET during a given time

helps to increase the precipitable water in atmosphere, which in turn, can increase

precipitation.
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Eng. Agŕıc., 4430 (6), 1037–1049, doi:10.1590/1809-4430-Eng.Agric.v36n6p1037-1049/

2016, URL http://dx.doi.org/10.1590/1809-4430-Eng.Agric.v36n6p1037-1049/2016.

Prudhomme, C., and Coauthors, 2014: Hydrological droughts in the 21st century, hots-

pots and uncertainties from a global multimodel ensemble experiment. Proceedings of

the National Academy of Sciences, 111 (9), 3262–3267, doi:10.1073/pnas.1222473110,

URL https://www.pnas.org/content/111/9/3262, https://www.pnas.org/content/111/

9/3262.full.pdf.

Purcell, C., S. P. Batke, C. Yiotis, R. Caballero, W. K. Soh, M. Murray, and J. C. Mcelwain,

2018: Increasing stomatal conductance in response to rising atmospheric CO2. Annals

of Botany, 121, 1137–1149, doi:10.1093/aob/mcx208.

R Core Team, 2013: R: A Language and Environment for Statistical Computing. Vienna,

Austria, R Foundation for Statistical Computing, URL http://www.R-project.org/.

Rafee, S. A. A., C. B. Uvo, J. A. Martins, L. M. Domingues, A. P. Rudke, T. Fujita,

and E. D. Freitas, 2019: Large-Scale Hydrological Modelling of the Upper Paraná River
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and E. M. Mendiondo, 2018: Modeling freshwater quality scenarios with ecosystem-

based adaptation in the headwaters of the Cantareira system, Brazil. Hydrology and

Earth System Sciences, 22 (9), 4699–4723, doi:10.5194/hess-22-4699-2018, URL https:

//hess.copernicus.org/articles/22/4699/2018/.

Taylor, K. E., R. J. Stouffer, and G. A. Meehl, 2012: An Overview of CMIP5 and the Expe-

riment Design. Bulletin of the American Meteorological Society, 93 (4), 485–498, doi:10.

1175/BAMS-D-11-00094.1, URL https://doi.org/10.1175/BAMS-D-11-00094.1, https:

//journals.ametsoc.org/bams/article-pdf/93/4/485/3739006/bams-d-11-00094 1.pdf.

Teng, J., F. H. S. Chiew, J. Vaze, S. Marvanek, and D. G. C. Kirono, 2012: Es-

timation of Climate Change Impact on Mean Annual Runoff across Continental

Australia Using Budyko and Fu Equations and Hydrological Models. Journal of

Hydrometeorology, 13 (3), 1094–1106, doi:10.1175/JHM-D-11-097.1, URL https://

doi.org/10.1175/JHM-D-11-097.1, https://journals.ametsoc.org/jhm/article-pdf/13/3/

1094/4112015/jhm-d-11-097 1.pdf.

Thoning, K., A. Crotwell, and J. Mund, 2020: Atmospheric Carbon Dioxide Dry Air

Mole Fractions from continuous measurements at Mauna Loa, Hawaii, Barrow, Alaska,

American Samoa and South Pole. 1973-2019. National Oceanic and Atmospheric Ad-

ministration (NOAA), Global Monitoring Laboratory (GML), Boulder, Colorado, USA,

doi:https://doi.org/10.15138/yaf1-bk21.

Tundisi, J. G., and T. M. Tundisi, 2015: As múltiplas dimensões da crise h́ıdrica. Re-
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